Calculations of the thermal conductivities of ionic materials by simulation with polarizable interaction potentials
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Expressions for the energy current of a system of charged, polarizable ions in periodic boundary conditions are developed in order to allow the thermal conductivity in such a system to be calculated by computer simulation using the Green–Kubo method. Dipole polarizable potentials for LiCl, NaCl, and KCl are obtained on a first-principles basis by “force matching” to the results of ab initio calculations on suitable condensed-phase ionic configurations. Simulation results for the thermal conductivity, and also other transport coefficients, for the melts are compared with experimental data and with results obtained with other interaction potentials. The agreement with experiment is almost quantitative, especially for NaCl and KCl, indicating that these methodologies, perhaps with more sophisticated forms for the potential, can be used to predict thermal conductivities for melts for which experimental determination is very difficult. It is demonstrated that the polarization effects have an important effect on the energy current and are crucial to a predictive scheme for the thermal conductivity. © 2009 American Institute of Physics. [DOI: 10.1063/1.3086856]

I. INTRODUCTION

There is a resurgence of interest in calculating the thermal conductivity of ionic systems using realistic models of the ionic interactions; the interest derives from several sources. Lack of knowledge of the thermal conductivity of minerals at the temperatures and pressures relevant to the earth’s mantle is a significant barrier to quantitative understanding of the heat flux from the earth’s core to the surface. Similar information on the performance of ceramics at high temperatures is required for the design of improved thermal barrier coatings, for use in jet engines, etc. Several new energy-related technologies require information on the thermal conductivity of ionic melts at high temperatures. In the Generation IV nuclear reactor concepts, the advanced high-temperature reactor3 and the molten salt reactor,4 a molten fluoride acts as coolant. Molten salts are also proposed for heat exchangers in solar thermal and fusion power plants. In these technologies, values for the thermal conductivity are required for engineering calculations of the proposed plant performance.

The measurement of the thermal conductivity under the extreme physical and chemical conditions pertinent to these applications is very challenging; the difficulties in measuring the thermal conductivities of ionic melts are discussed by Nagasaka et al.5 For example, to the best of our knowledge, no measurements have been made for fluoride melts of interest in some of the above-mentioned applications. There is, however, good reason to hope that reliable values for the materials of interest can be predicted from computer simulations. For melts this requires the evaluation of the time correlation functions of the heat flux6 using an appropriate, realistic description for the interionic interactions. Alternatively, the thermal conductivity can be obtained from the calculation of the temperature profile in a simulation cell subjected to a temperature gradient.7,8 This non-equilibrium molecular dynamics (NEMD) method does not require an expression for the heat flux, although Galamba et al. have discussed problems in applying it for calculations in multi-component systems.9 In solids, it is conventional to think of obtaining the thermal conductivity from the anharmonic interactions between phonons. At the very high temperatures of interest in thermal barrier coatings and the earth’s mantle, a quantum description of the ion dynamics is irrelevant and the anharmonic effects are so strong that the phonon mean-free paths become short compared to the lengths of typical simulation cells; under these circumstances, calculation of the thermal conductivity with the same classical simulation methods used for a melt is appropriate.

The method of choice for predicting the thermal properties of a melt would normally be ab initio molecular dynamics (MD) since the amount of empirical information needed to set up the calculation is minimal. However, as we will see, obtaining the requisite statistical precision on samples of adequate size puts the calculations beyond what can be currently achieved with these methods. Recently, we have developed techniques10,11 to parametrize interaction potentials for halides and oxides directly from ab initio electronic structure calculations. In order to provide an accurate, transferable description of the interactions, the potentials are polarizable and, in the oxide case, allow the ions to be deformed by interactions with their neighbors.
models we have predicted values for transport properties of melts and solids on a nonempirical basis with excellent agreement with experiment; the transport properties include the viscosity and electrical conductivity which are expected to present similar challenges to the thermal conductivity. In this paper we will show how the thermal conductivity can be evaluated for potentials of this type and predict values for alkali chloride melts, for which experimental values have been obtained from forced-Rayleigh scattering experiments.5

In ionic systems the long-ranged Coulombic interactions are expected to make important contributions to the heat flux. In computer simulations with periodic boundary conditions, the Coulombic interactions are handled by the Ewald summation.12,13 An expression for the heat flux in a system of charged particles in periodic boundary conditions was first provided by Bernu and Viellefosse in 1978;14 however, this expression has been criticized in more recent work9,15 and an alternative expression suggested (although without formal derivation). We begin this paper by discussing the appropriate form for the heat flux of charged particles in periodic boundary conditions. A new derivation is provided and we resolve the controversy about the appropriate form. We then generalize this derivation to allow for induced multipoles in order to work with the polarizable potentials which, as we will show, are essential for the accurate representation of the \textit{ab initio} forces.

We then briefly describe the construction of the \textit{ab initio} polarizable potentials for the alkali chlorides; in future work we will use the same methodology to generate potentials for other materials. In the remaining sections, we will give results for the thermal conductivity as well as calculated values for other transport coefficients, where comparison with experiment supports the quality of the potentials. We will also illustrate the significance of the polarization effects for the calculation of the thermal conductivity and compare our results with the \textit{ab initio} potentials with those obtained with the Fumi–Tosi effective pair potentials16,17 using the same methodology. It should be noted at the outset that the latter potentials have been shown by many workers to reproduce many of the structural, thermodynamic, and transport properties of the alkali halides extremely well (although the discrepancies between the calculated and measured thermal conductivity values show a larger systematic deviation than has been found for these other properties). We already know that the polarization effects induce only small changes in the structure8 and thermodynamics9 of these MX stoichiometry materials. From this perspective, it might seem sensible to illustrate the calculations on MX2 and MX3 systems where the polarization effects are substantial: the reason for focusing on the alkali halides is that they are so well studied both experimentally and in simulation and are appropriate for testing a method which can be applied to these other, more complex cases.

\section{II. The calculation of the thermal conductivity}

In a binary ionic system the thermal conductivity may be calculated from the integrals of time correlation functions of the energy and charge currents.14,15

\begin{equation}
\lambda = T^{-2}\left(L_{ee} - \frac{L_{2}^{2}}{L_{zz}^{2}}\right),
\end{equation}

where \( T \) is the temperature and

\begin{equation}
L_{ab} = \frac{1}{k_{B}} \int_{0}^{\infty} dt C_{ab}(t).
\end{equation}

\begin{equation}
C_{ab}(t) = \frac{1}{3V} \langle \vec{j}_{a}(t) \cdot \vec{j}_{b}(0) \rangle.
\end{equation}

Here \( \vec{j}_{e} \) and \( \vec{j}_{z} \) are the low-wavevector limits of the spatial Fourier transforms of the energy and charge currents, \( V \) is the volume, and \( k_{B} \) is Boltzmann’s constant. \( \vec{j}_{e} \) is given by

\begin{equation}
\vec{j}_{e}(t) = \sum_{i} z_{i} \vec{v}_{i}(t),
\end{equation}

where \( z_{i} \) and \( \vec{v}_{i} \) are the charge and velocity of particle \( i \). An expression for the energy current \( \vec{j}_{e}(\vec{r}, t) \) is obtained from the time derivative of the energy density,

\begin{equation}
\dot{\epsilon}(\vec{r}, t) = -\nabla \cdot \vec{j}_{e}(\vec{r}, t),
\end{equation}

and taking the spatial Fourier transform gives the desired expression for \( \vec{j}_{e} \). For a system in which the interactions between the particles are described by \textit{short-range} pair potentials \( u^{a}_{ij}(r_{ij}) \), \( \vec{j}_{e} \) is given by6,14

\begin{equation}
\vec{j}_{e} = \sum_{i} \left[ \frac{1}{2} m v_{i}^{2} + \frac{1}{2} \sum_{j \neq i} u^{a}_{ij} \right] \vec{v}_{i} + \frac{1}{2} \sum_{j \neq i} \vec{v}_{i} \cdot \vec{r}_{ij} \frac{\partial u^{a}_{ij}}{\partial r_{ij}},
\end{equation}

where \( m_{i} \) is the mass and \( \vec{v}_{i} \) the velocity of particle \( i \) and \( \vec{j}_{e}^{a}_{ij}(\vec{r}_{ij}) = -\nabla_{ij} u^{a}_{ij}(r_{ij}) \) is the force on particle \( i \) due to \( j \) arising from the short-range potential. The first of these sums reflects a convective contribution to the energy flow, whereas the second may be called a “virial-like” term, by analogy with the virial contributions to the stress tensor which involve a similar function of the position variables.

Two problems arise in generalizing Eq. (5) to deal with the charged, polarizable ions of interest. Firstly, the form of the terms involving the interaction potential for charge-charge interactions in periodic boundary conditions has proven controversial because the short-range assumption invoked in the derivation of Eq. (5) is inapplicable.18 Secondly, polarization effects give a many-body character to the interaction potential; to the best of our knowledge no expressions for the energy flux for polarizable particles have been obtained previously.

\section{A. Charge-charge contributions to the energy current}

Bernu and Viellefosse14 addressed the first of these problems and derived an expression for the energy flux, as well as expressions for the energy density and the stress tensor, in a system of charged particles in a neutralizing background (a one-component plasma) by using the Ewald summation method. This expression has been used to represent the charge-charge contributions to the energy current in several calculations of the thermal conductivity of molten salts.20 Recently, these expressions have been criticized as...
being inconsistent with those normally used in computer
simulation, obtained after the reformulation of de Leeuw et al.21 of the Ewald summation, and an alternative expression
for the energy current has been proposed.15,22

In the Ewald method, the charge-charge contribution to
the force on an ion may be written

$$\vec{f}_i = \sum_{j \neq i} \vec{f}_i^{\text{real}}(\vec{r}_{ij}, \alpha) + \sum_j \vec{f}_i^{\text{recip}}(\vec{r}_{ij}, \alpha),$$

(6)

where the first term, the “real-space” term, involves a modified
coulombic force. Similarly, the expression for \( \vec{f}_j \) may be
written as a sum of a real space and a reciprocal space con-
tribution

$$\vec{f}_j = \vec{f}_j^{\text{real}} + \vec{f}_j^{\text{recip}}.$$

(7)

Because, in practice, the range of the real-space part of the
Coulomb force is restricted to be less than the size of the simul-
ation cell by an appropriate choice of the Ewald param-
eter \( \alpha \), the real-space contributions to the energy flux can be
written in a virial-like form, as in Eq. (5). This gives

$$\vec{f}_i^{\text{real}} = \sum_i \vec{v}_i \left( \frac{1}{2} m v_i^2 + \epsilon_i + \frac{1}{2} \sum_{j \neq i} u_{ij}^a \right)$$

$$\quad + \frac{1}{2} \sum_{j \neq i} \vec{v}_i \cdot \vec{r}_{ij} (f_{ij}^{\text{sr}} + f_{ij}^{\text{real}}),$$

(8)

where \( \epsilon_i \) is the Coulombic contribution to the energy of \( i \),

$$\epsilon_i = \frac{\alpha}{\sqrt{\pi}} z_i^2 + \frac{1}{2} \sum_j z_{ij}^2 \frac{4 \pi \exp(-k^2/4\alpha^2 - ik \cdot \vec{r}_{ij})}{V}$$

$$\quad + \left( \frac{1}{2} \sum_{j \neq i} z_{ij}^2 \right) \text{erfc}(ar_{ij}) r_{ij},$$

(9)

and the real-space Coulomb force between \( i \) and \( j \), \( \vec{f}_{ij}^{\text{real}} \), is
given by

$$\vec{f}_{ij}^{\text{real}} = z_{ij} \frac{\text{erfc}(ar_{ij}) r_{ij}}{r_{ij}} + \frac{2 \alpha}{\sqrt{\pi}} \exp(-\alpha^2 r_{ij}^2).$$

(10)

For the contribution to the energy flux from the remain-
ing “reciprocal space” contribution to the charge-charge force, it has been suggested that, because of the similarity between the expressions for the configurational contributions to the energy flux and stress tensor for short-range interactions, the reciprocal space term should contain the same function of ionic positions as reciprocal space contributions to the stress tensor. Note that the stress tensor may be obtained, unambiguously by considering the change in energy on straining the simulation cell.23 By these means the follow-
ing expression for \( \vec{f}_j^{\text{recip}} \) is obtained:

$$\vec{f}_j^{\text{recip}} = \frac{1}{2} \sum_{k \neq 0} \sum_{ij} \exp(-ik \cdot \vec{r}_{ij}) z_{ij} \frac{4 \pi \exp(-k^2/4\alpha^2)}{V}$$

$$\times \left[ \vec{v}_i - (\vec{k} \cdot \vec{v}_j) \vec{k} \left( \frac{k^2 + 4\alpha^2}{2\alpha k^2} \right) \right].$$

(11)

This expression has been used by Galamba et al.9,15 to cal-
culate the thermal conductivity of molten alkali chlorides

using the Fumi–Tosi potentials and obtain agreement with NEMD values and quite good agreement with experiment.

The argument that leads to Eq. (11) seems to us a priori unsatisfactory; the reciprocal space contributions to the force involve not only the direct interaction of \( i \) with the nearest image of \( j \) but also its interaction with all the periodic images of \( i \) and \( j \). The presence of the ionic velocity in the expression for the energy current for short-range interactions, Eq. (5), means that this term is fundamentally different to the purely configurational virial contribution to the stress tensor when non-nearest image interactions are involved.

We have, therefore, derived an expression for the energy current for a system of (nonpolarizable) ions starting from the Ewald expression for the Coulomb energy normally used in computer simulations. The derivation is given in Appendix A. We have separated the Coulomb energy convective term and the real-space Coulomb force contribution as in Eq. (8). The result we obtain for the reciprocal space energy flux is exactly that given in Eq. (11).

As Galamba et al. noted,15 the net expression for the energy current is of a very different form to that given by Bernu and Vieillefosse.14 Since the latter expression has been used in other calculations of the thermal conductivity of molten salts we have analyzed the relationship to Eqs. (8) and (11) in Appendix B. We find that, in practical applications, the two formulations will lead to the same results. Bernu and Vieillefosse appear to have an error in certain Ewald self-energy terms compared to more recent21 derivations of the Ewald energy. However, these terms only contribute to the energy current in a binary system to the extent that each species can have a nonzero net velocity, and such terms are largely “projected out” by the \( L_{zz}^{2e}/L_{zz}^{2c} \) factor in Eq. (1). The other differences between the two expressions are purely superfluous and arise because the real and reciprocal space contributions to \( \epsilon_i \) and the energy flux are partitioned in different ways.

B. Energy current for a system of polarizable ions

To describe a system of polarizable ions we introduce the instantaneous values of the dipole on each ion \( \vec{\mu}_i \) as an additional dynamical variable and use an expression for the total energy which is10,24

$$H = \sum_i \frac{1}{2} m v_i^2 + \frac{1}{2} \sum_{j \neq i} \left( u_{ij}^a + z_{ij} \frac{4 \pi \exp(-k^2/4\alpha^2)}{V} \right)$$

$$\times (\vec{\mu}_i \cdot \vec{T}_{ij}^{(1)} - \vec{\mu}_j \cdot \vec{T}_{ij}^{(1)} - \vec{\mu}_i \cdot \vec{T}_{ij}^{(2)} + \vec{\mu}_j \cdot \vec{T}_{ij}^{(2)}) + \frac{1}{2} \sum_{ij} k_i \mu_i^2,$$

(12)

Here the term in square brackets includes the kinetic energy and the short-range and charge-charge interactions, whose contributions to the energy flux have been discussed above. The final term is a Drude-type representation of the energy involved in polarizing an ion, with \( k_i \) equal to the reciprocal of the ion’s dipole polarizability. The remaining terms are the charge-dipole and dipole-dipole interactions, with \( T_{ij}^{(n)} \) an interaction tensor25 (e.g., \( T_{ij}^{(2)} = \vec{v}_{ij} \vec{v}_{ij} \)). To complete the specification of the system, the values of the dipoles are ob-
tained at each ionic configuration by minimizing $H$ with respect to the dipole variations. Since the calculation is variational, the forces on the ions may be derived by application of a Hellmann–Feynman theorem from the derivatives of $H$ with respect to ionic positions and neglecting the derivatives of the dipoles.

In practice, the form of the charge-dipole interaction tensor is modified\textsuperscript{10} to allow for short-range contributions to dipole induction, and this is denoted by $\hat{\mathbf{T}}^{(1)}$ in Eq. (12), given by

$$
\hat{\mathbf{T}}^{(1)}(\mathbf{r}_i) = \mathbf{T}^{(1)}(\mathbf{r}_i) - h_{ij}(\mathbf{r}_i) \mathbf{T}^{(1)}(\mathbf{r}_j).
$$

(13)

Here $h_{ij}(r)$ is a short-ranged step function\textsuperscript{26}

$$
h_{ij}(r_{ij}) = c_{ij} e^{-b_{ij} r_{ij}^4} \sum_{k=0}^{4} \frac{(b_{ij} r_{ij})^k}{k!},
$$

(14)

which goes to zero for $r_{ij}>b_{ij}^{-1}$. The charge-dipole term therefore contains a long-range part, the first term in Eq. (13), which is handled via the Ewald method in the expressions for the energy current, and a short-ranged term which is treated along with the other short-ranged contributions in real space.

In Appendix C we obtain an expression for the energy flux in this representation for a periodic system of charged, polarizable particles. We form an appropriate energy density, using a standard Ewald representation of the long-ranged contributions to the interactions in such a system, and differentiate with respect to time, as in Eq. (4). The time derivative is interpreted as

$$
\frac{d}{dt} = \sum_i \left( v_{i,a} \frac{\partial}{\partial r_{i,a}} + v_{i,a} \frac{\partial}{\partial \theta_{i,a}} \right),
$$

(15)

that is, there is no term involving the velocities of the dipoles. That this is the correct interpretation can be seen in two ways. Because the dipoles are treated adiabatically, there is no dipole kinetic energy term to appear in $H$. If dipole velocities were to be included in the time derivatives of the interaction terms, the energy density would not be conserved, as in Eq. (4) (see Appendices A and C). Alternatively, we can consider an analogous operation of deriving the stress tensor from the time derivative of the momentum density\textsuperscript{6} and comparing with the expression obtained by statically deforming the simulation cell and invoking the Hellmann–Feynman result,\textsuperscript{37} which involves no assumptions about velocities. The expressions are found to be identical if the time derivative is treated as in Eq. (15).

The explicit derivation of the expression for the energy flux for polarizable ions in periodic boundary conditions is given in Appendix C. $f_j$ for polarizable particles may still be written [Eq. (C11)] as the sum of a real space and reciprocal space contribution, as in Eq. (7). The real-space contribution still contains a convective and virial-like term, although now $\varepsilon'_r$ [Eq. (C12)] and $f_{ij}^{\text{real}}$ contain contributions from charge-dipole and dipole-dipole interactions and the Drude-type self-energy. The final form for $\tilde{f}_{\text{vop}}^{(1)}$ is given in Eq. (C14).

### III. AB INITIO POTENTIALS FOR THE ALKALI CHLORIDES

Polarizable potentials have already been used for the simulation of molten chlorides. These were developed from a combination of \textit{ab initio} calculations and experimental results and could be said to provide a semiempirical representation of the interactions.\textsuperscript{28} These potentials have proven useful for the determination of transport properties such as the diffusion coefficients or the electrical conductivity\textsuperscript{10} as well as thermodynamic properties such as the activity coefficients.\textsuperscript{25,30}

For this study a new set of parameters was determined on a purely first-principles basis in order to illustrate a procedure that can be applied to systems for which it would be difficult to perform the experimental studies necessary to help parametrize the semiempirical potentials. The potentials consist of a pair potential of Born–Mayer form together with the account of ionic Coulomb and polarization interactions\textsuperscript{10,24} summarized above. The pair potential is written

$$
V(r_{ij}) = B^{ij} e^{-\alpha_{ij} r_{ij}} - f^{(0)}_{ij}(r_{ij}) C^6_{ij} r_{ij}^6 - f^{(8)}_{ij}(r_{ij}) C^8_{ij} r_{ij}^8,
$$

(16)

where $C^6_{ij}$ and $C^8_{ij}$ are the dispersion coefficients and $f^{(n)}_{ij}$ are dispersion damping functions\textsuperscript{26} given by

$$
f^{(n)}_{ij}(r_{ij}) = 1 - e^{-\alpha_{ij} b_{ij}^n} \sum_{k=0}^{n} \frac{(b_{ij} r_{ij})^k}{k!}.
$$

(17)

We have described elsewhere at some length the parametrization of the polarizable interaction potentials by a generalization of the “force-matching” technique.\textsuperscript{10,31} Briefly, we generate several ionic configurations for the system of interest by running MD on a relatively small system (of roughly 100 ions) in periodic boundary with some trial potential. We then perform an \textit{ab initio} electronic structure calculation using a planewave DFT code\textsuperscript{32} on each of these configurations and obtain values for the force and dipole on each ion. We then refine the interaction potential by varying its parameters to minimize the difference between the predicted and \textit{ab initio}-calculated values on these configurations. We first fit the polarization parts of the potential to the dipoles and then fit the remaining parts of the potential to the forces. If necessary, a second iteration of the force-matching process can be made by running MD with the fitted potential and repeating the \textit{ab initio} and minimization steps. The quality of the representation of the ionic interactions provided by this procedure can be systematically improved. We may allow for a more sophisticated representation of the interactions, e.g., by including induced quadrupoles. We may also determine additional, independent constraints on the fitting parameters from the \textit{ab initio} process; for example, we have shown how to fix the ionic polarizabilities independently of the force-matching process.\textsuperscript{33,34} These refinements will be examined in future work.

In the present case, we used seven configurations of 120 ions for LiCl, three configurations of 124 ions for NaCl, and three configurations of 100 ions for KCl. These were taken from MD runs at 1300 and 1200 K using the previous semi-
The quality of the representation is illustrated in Fig. 1 where we compare the forces from the fitted potential with the ab initio data for one of the configurations for NaCl. The figure shows the comparison of the x-component of the ab initio forces for the ions of one configuration with the values predicted by the fitted potential. The agreement is seen to be uniformly good and is characterized by a value of the objective function for the fit of $\chi^2=0.118$ for the forces. The quality of the agreement found for the other alkalis was similar ($\chi^2=0.109$ for the forces and 0.069 for the dipoles for the full set of configurations). The importance of the polarization terms to the ability to reproduce the ab initio forces is illustrated by showing the forces for the best pair potential obtained by force matching to the same ab initio forces, i.e., by just including the square-bracketed terms in Eq. (12). The representation of the forces is clearly poorer and gives an objective function value of 0.645. The forces predicted by the Fumi–Tosi effective pair potential,16,17 which gives $\chi^2=1.250$, are also shown. Given the relatively poor prediction of the forces it is remarkable that the Fumi–Tosi potentials give many liquid and solid-state properties of the alkali chlorides as well as has been found in many previous publications (see also below).

Force matching to DFT generated forces does not allow the $C_6$ and $C_8$ dispersion parameters to be determined. These are fixed by requiring that an NPT simulation36 of the fluid gives the experimental density at one temperature; the values of $C_6$ and $C_8$ which are found by these means are similar to those found from highly correlated electronic structure calculations on in-crystal ions.37 Recently, it has been shown how the dispersion parameters for molecules can be predicted just from a knowledge of the polarizability.38 We will examine this extension in the future in the hope of removing all dependence on empirical information from the procedure.

The full form of the interaction potentials and the parameters for each material are given in Appendix D.

IV. THE SIMULATIONS

The simulations were run on systems containing 512 ions at constant volume; as we explained above the dispersion terms in the potentials were set to ensure they give the experimental densities39 (LiCl: 1.364 84 g cm$^{-3}$; NaCl: 1.433 52; KCl: 1.3784) at zero pressure. The temperature was controlled with a weak Nosé–Hoover thermostat36 with a relaxation time of about 5 ps, much longer than the relaxation times of the time correlation functions used to calculate the physical quantities. The simulations were run in sectors

<table>
<thead>
<tr>
<th>System</th>
<th>$\kappa$</th>
<th>$\eta \times 10^4$</th>
<th>$D_\alpha \times 10^4$</th>
<th>$D_\gamma \times 10^4$</th>
<th>$c_p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>LiCl (1200 K)</td>
<td>6.03</td>
<td>7.78</td>
<td>1.62</td>
<td>0.936</td>
<td>1496</td>
</tr>
<tr>
<td>LiCl-expt</td>
<td>7.13</td>
<td>7.37</td>
<td>2.03</td>
<td>0.951</td>
<td>1471</td>
</tr>
<tr>
<td>LiCl-ft</td>
<td>7.36</td>
<td>8.26</td>
<td>1.58</td>
<td>1.10</td>
<td>1566</td>
</tr>
<tr>
<td>NaCl (1300 K)</td>
<td>3.71</td>
<td>7.21</td>
<td>1.28</td>
<td>1.03</td>
<td>1188</td>
</tr>
<tr>
<td>NaCl-expt</td>
<td>4.10</td>
<td>6.81</td>
<td>1.32</td>
<td>1.07</td>
<td>1181</td>
</tr>
<tr>
<td>NaCl-ft</td>
<td>3.91</td>
<td>6.37</td>
<td>1.15</td>
<td>1.05</td>
<td>1180</td>
</tr>
<tr>
<td>KCl (1300 K)</td>
<td>2.65</td>
<td>5.75</td>
<td>1.23</td>
<td>1.16</td>
<td>913.0</td>
</tr>
<tr>
<td>KCl-expt</td>
<td>2.73</td>
<td>6.26</td>
<td>1.25</td>
<td>1.14</td>
<td>982.1</td>
</tr>
<tr>
<td>KCl-ft</td>
<td>3.00</td>
<td>6.22</td>
<td>1.09</td>
<td>1.11</td>
<td>923.0</td>
</tr>
</tbody>
</table>
of 500 000 steps of 0.5 fs, as we were keen to establish error bars for statistical errors on the thermal conductivity values. As we shall see, 21 such sectors were required to obtain reliable results for LiCl. One sector was run to equilibrate the system before collecting data and successive sectors were started from the final configuration of the preceding run. Simulations were run with the polarizable potentials (denoted “dippim”) and also with the Fumi–Tosi potentials which have been used to calculate thermal conductivity values for the alkali chlorides previously.9,15 The various contributions to the energy flux were calculated on the fly and output for subsequent analysis.

In order to benchmark the polarizable potentials we have calculated electrical conductivity, viscosity, and diffusion coefficients, and also values for the specific heat capacity. The latter was obtained by running additional zero pressure simulations at ±50 K from the target temperature and taking differences between the average internal energy values. The heat capacity is needed to convert the thermal conductivity to the thermal diffusivity, which is the quantity which has actually been measured for the alkali halides.5 The electrical conductivity was calculated from the time integral of \(L_{zz}\)

\[\kappa = \frac{L_{zz}}{T},\]  

and also from the slope of the mean-square displacement of the charge density, the values agreeing to better than 1%. The viscosity was calculated by averaging over the integrals of the correlation functions of the five independent components of the shear stress tensor. The values for these quantities may be compared with experimental results to establish the validity of the interaction potentials, see Table I.

The comparison with the experimental data for NaCl and KCl is extremely good. For LiCl the potential predicts too small a value for the electrical conductivity (by about 15%), and examination of the diffusion coefficients suggests that this may be associated with an underestimate of the rate of diffusion of the Li\(^+\) ion. Better agreement for LiCl has been obtained previously with semiempirical polarizable potentials,18 and we will investigate this further in future work. Overall, the level of agreement with experiment is very similar to that obtained with the Fumi–Tosi potentials when the latter simulations are performed at the experimental density. The properties calculated with these effective pair potentials are remarkably good, especially when one notes the level of disagreement between the ab initio forces and those obtained with the these potentials (Fig. 1).

V. RESULTS FOR THE THERMAL CONDUCTIVITIES

Auto-and cross-correlation functions of the energy and charge current were calculated. As we show in Fig. 2, the shapes of these functions calculated with the different potentials are very similar. Those calculated for the Fumi–Tosi potentials are very similar to the correlation functions illustrated in previous work.20

The calculation of the thermal conductivity, obtained by combining the integrals of these functions [Eqs. (1) and (2)], seems to be bedevilled by statistical problems. Although the time correlation function of the energy and charge currents relax rapidly, obtaining an accurate value for the integrals is surprisingly difficult, and this may become serious as we must take the difference between them to obtain the thermal conductivity, as in Eq. (1). The problem is illustrated in Fig. 3 where we show the running integrals of the energy current correlation function for LiCl calculated for each of 21 sectors. Similar results were obtained for the other correlation functions and for all the potentials obtained in the study. It is clear that an estimate of the plateau value from a single sector of 500 000 steps could be subject to substantial error, although the average of the running integrals over the 21 sectors, shown by the heavy line, is well behaved. To establish a definite procedure, we define the plateau value for each sector as the average of the integrated correlation functions from 1–2 ps and averaging over the values obtained for the different sectors. We then combine the means as in Eq. (1).
The values are given in Tables II–IV. The calculation of the thermal conductivity for LiCl is particularly vexatious. As the data in the table indicate, the two contributions to Eq. (1) almost cancel for this system, so that the net result is the difference of two large terms, and therefore subject to large errors. This problem is associated with the large mass difference between the ions in the LiCl case; artifically making the masses of both ions equal changes the balance of the two terms dramatically.

For the dippim simulations of KCl the agreement with experiment is perfect, for NaCl there is a 6% overestimate, and for LiCl a 17% overestimate. In all three cases, the agreement is within the combined error estimates of the experiment and the simulation but, given the fact that there are significant discrepancies for the other transport coefficients (Table I) for LiCl, we expect that the difference could be largely removed by further improvement in the potential. The experimental values for the thermal conductivity come from the forced Rayleigh experiments of Nagasaka et al. This experiment actually measures the thermal diffusivity, from which the thermal conductivity was obtained by dividing by the experimental specific heat capacity and density. We have seen that, with the exception of the experimental specific heat capacity and density, we have which the thermal conductivity was obtained by dividing by the experimental specific heat capacity and density. We also performed calculations with a RIM pair potential, which we will use to illustrate the significance of the polarization contributions to the thermal conductivity. It is obtained from the ab initio dippim potential by omitting the polarization component: note that this potential is not the “best RIM” potential described in Sec. III, it is a slightly worse potential as judged by the ability to represent the ab initio forces, although better than the Fumi–Tosi by this measure. Nevertheless, this potential gives quite similar results for λ to the Fumi–Tosi potentials. This result is included as one way of illustrating that the polarization terms have a large effect on the calculated values of λ.

A more direct way, than comparing results with pair and polarizable potentials, to demonstrate the importance of the polarization terms to the calculation of λ should be to compare the full (dippim) values with those obtained from the same simulation trajectories but with omission of the induced-dipole contributions to the heat flux. The latter are denoted “qq” in the tables. This indicates a substantial contribution from the polarization terms to the heat flux [Note, however, that this is only indicative. The fact that these values are larger than those calculated with the pair potentials (ft and rim) despite the fact that the interaction potential itself is giving a more accurate representation of the forces, indicates that it is important to be using an expression for the energy flux which is consistent with the underlying forces.]

We have seen (Table I) that the quality of agreement with experimental transport properties obtained with the polarizable and Fumi–Tosi potentials was quite similar for the electrical conductivity, viscosity, and diffusion coefficients, but that the thermal conductivity values obtained with the polarizable potentials are significantly lower and in better agreement with experiment. It seems that any pair potential which gives at least as good a representation of the ab initio forces as the Fumi–Tosi one (like the best RIM or the rim potential for which results were given above) will give a similarly good representation of the structure of an MX melt and of those transport properties which depend on configurational relaxation (like diffusion). Given this, it is interesting to speculate on why the results for the thermal conductivity are so much better with the polarizable potentials. It seems clear that the value of the thermal conductivity is affected by different aspects of the ionic dynamics than the
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**FIG. 3.** The running integrals of the energy current correlation functions calculated from the data for each of 21 sectors for LiCl are shown. The heavy line indicates the average.

for the Fumi–Tosi potentials agree closely with published results, and are systematically higher than the experimental data. We also performed calculations with a RIM pair potential, which we will use to illustrate the significance of the polarization contributions to the thermal conductivity. It is obtained from the ab initio dippim potential by omitting the polarization component: note that this potential is not the “best RIM” potential described in Sec. III, it is a slightly worse potential as judged by the ability to represent the ab initio forces, although better than the Fumi–Tosi by this measure. Nevertheless, this potential gives quite similar results for λ to the Fumi–Tosi potentials. This result is included as one way of illustrating that the polarization terms have a large effect on the calculated values of λ.

### Table II. Calculation of the thermal conductivity for LiCl, using different interaction models, and from experiments (Ref. 5). The rows are labeled in the same way as the different curves in Fig. 2. Expt. refers to the experimental value. The column labels are explained in the text, except for “statistics” which indicates the number of simulation sectors of 500 000 steps over which averages have been performed. All quantities are given in SI units.

<table>
<thead>
<tr>
<th>LiCl</th>
<th>λ</th>
<th>$L_{xx}$/$T^2$</th>
<th>$L_{xx}/T^2$</th>
<th>$L_{xx} \times 10^{-5}$</th>
<th>$L_{yy} \times 10^{-6}$</th>
<th>Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1200 K</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>dippim</td>
<td>0.643</td>
<td>4.965</td>
<td>4.324</td>
<td>7.187</td>
<td>-2.115</td>
<td>21</td>
</tr>
<tr>
<td>qq</td>
<td>1.321</td>
<td>4.998</td>
<td>3.676</td>
<td>7.187</td>
<td>-1.951</td>
<td>21</td>
</tr>
<tr>
<td>rim</td>
<td>0.841</td>
<td>4.464</td>
<td>3.624</td>
<td>6.145</td>
<td>-1.791</td>
<td>12</td>
</tr>
<tr>
<td>ft</td>
<td>0.862</td>
<td>5.623</td>
<td>4.762</td>
<td>8.781</td>
<td>-2.454</td>
<td>20</td>
</tr>
<tr>
<td>Expt.</td>
<td>0.534</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>
other transport coefficients, such as the viscosity or conductivity which involve structural relaxation, and therefore test the interaction model in different ways.

Recently Ohtori et al.\cite{Ref} analyzed the results for the thermal conductivity of alkali halides calculated with the Fumi–Tosi potentials across a wide range of thermodynamic states and have demonstrated that they all scale very simply with the reduced mass of the ions and the number density. Properties such as the diffusion coefficient and the viscosity, which involve configurational relaxation, have a much more complex scaling behavior. A simple scaling with reduced mass and density is consistent with the hypothesis that the heat transport in these Coulomb liquid is dominated by the charge-density modes of the melt\cite{footnote} (analogous to the optic phonons of a crystal). This provides a convenient way of rationalizing our findings about the relative sensitivity of the thermal conductivity to the presence or the absence of polarization terms in the interaction potential, compared to the other transport properties. With a pair potential the charge-density mode frequency is primarily affected by the reduced mass of the ions and the interionic separation\cite{footnote} and depends only weakly on other properties of the interaction potential. On the other hand, when passing from a pair potential to a polarizable one, we expect the charge-density mode frequency to be reduced by (roughly) the square root of the high-frequency dielectric permittivity associated with the polarizability of the ions.\cite{footnote} A typical value for this permittivity is 2, predicting a reduction in the predicted values for $\lambda$ by a factor of $\sim 1.4$ comparable to that we have found by inclusion of polarization effects.

A corollary of this and the observed insensitivity of the other transport coefficients to the exact form of the pair potential is that in the alkali halides we expect that adding the polarization terms to the Fumi–Tosi potentials would improve the thermal conductivities without a substantial effect on structure or other transport properties.

TABLE III. Calculation of the thermal conductivity for NaCl, using different interaction models, and from experiments (Ref. 5). The symbols are explained in the caption to Table II.

<table>
<thead>
<tr>
<th>NaCl</th>
<th>$L_{ex}^2$</th>
<th>$L_{ex}^2/T^2$</th>
<th>$L_{ex}^2/T^4$</th>
<th>$L_{ex} \times 10^{-5}$</th>
<th>$L_{ex} \times 10^{-6}$</th>
<th>Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>1300 K</td>
<td>$\lambda$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>dippim</td>
<td>0.509</td>
<td>0.673</td>
<td>0.166</td>
<td>4.955</td>
<td>−0.373</td>
<td>11</td>
</tr>
<tr>
<td>qd</td>
<td>0.763</td>
<td>0.893</td>
<td>0.130</td>
<td>4.955</td>
<td>−0.330</td>
<td>11</td>
</tr>
<tr>
<td>rim</td>
<td>0.581</td>
<td>0.737</td>
<td>0.156</td>
<td>4.537</td>
<td>−0.346</td>
<td>10</td>
</tr>
<tr>
<td>ft</td>
<td>0.558</td>
<td>0.722</td>
<td>0.166</td>
<td>4.999</td>
<td>−0.375</td>
<td>10</td>
</tr>
<tr>
<td>Expt.</td>
<td>0.478</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

TABLE IV. Calculation of the thermal conductivity for KCl, using different interaction models, and from experiments (Ref. 5). The symbols are explained in the caption to Table II.

<table>
<thead>
<tr>
<th>KCl</th>
<th>$L_{ex}^2$</th>
<th>$L_{ex}^2/T^2$</th>
<th>$L_{ex}^2/T^4$</th>
<th>$L_{ex} \times 10^{-5}$</th>
<th>$L_{ex} \times 10^{-6}$</th>
<th>Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>1300 K</td>
<td>$\lambda$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>dippim</td>
<td>0.343</td>
<td>0.354</td>
<td>0.010</td>
<td>3.352</td>
<td>−0.077</td>
<td>11</td>
</tr>
<tr>
<td>qd</td>
<td>0.499</td>
<td>0.513</td>
<td>0.014</td>
<td>3.352</td>
<td>−0.087</td>
<td>11</td>
</tr>
<tr>
<td>rim</td>
<td>0.387</td>
<td>0.393</td>
<td>0.006</td>
<td>3.165</td>
<td>−0.058</td>
<td>10</td>
</tr>
<tr>
<td>ft</td>
<td>0.407</td>
<td>0.413</td>
<td>0.006</td>
<td>3.892</td>
<td>−0.064</td>
<td>10</td>
</tr>
<tr>
<td>Expt.</td>
<td>0.345</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

VI. CONCLUSIONS

We have shown how the thermal conductivity of an ionic material described by a polarizable interaction potential may be calculated by the Green–Kubo method using an appropriate expression for the energy current in a periodically replicated system. Interaction potentials of this type may be parametrized directly from \textit{ab initio} electronic structure calculations to make the method a way of predicting the thermal conductivities for materials where an experimental determination is difficult. The results obtained for the alkali chlorides with the present dipole polarizable potentials using a fixed anion polarizability agree well with the experimental data, the largest discrepancy is only about 17\% over all the transport properties of all alkali halides. The agreement for the thermal conductivity is substantially better than obtained with the well-established Fumi–Tosi effective pair potentials, and we discussed a possible physical explanation for this.

Although the agreement with experiment is probably within the combined error bounds of experiment and simulation, the systematic discrepancies, especially for LiCl, could probably be improved by further refinements of the interaction model, perhaps guided by the quality of the reproduction of the charge-density modes (or the optic phonons of the crystal).
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APPENDIX A: DERIVATION OF THE ENERGY FLUX FOR A FLUID OF CHARGED PARTICLES

We begin with an expression for the energy density suitable for use in a periodic system:

\[ e(\vec{r}) = \sum_i \frac{1}{2} m_i v_i^2 \delta(\vec{r} - \vec{r}_i) + \frac{1}{2} \rho_c(\vec{r}) \phi(\vec{r}) + \rho_{\text{self}}(\vec{r}), \]  

(A1)

where \( \vec{r}_i \) and \( \vec{v}_i \) are the positions (within the basic simulation cell) and velocities of ion \( i \) and \( \rho_c(\vec{r}) \) is the local charge density at \( \vec{r} \), \( \Sigma \rho_i \delta(\vec{r} - \vec{r}_i) \), with \( \rho_i \) the ionic charge. \( \phi(\vec{r}) \) is the local electrical potential appropriate to a periodic system expressed \((\ref{eq:A1})\) through the Ewald construction as a sum of real-space and reciprocal space terms together with a self-energy arising from the interaction between the point charge of each ion and the neutralizing Gaussian charge distribution introduced in the Ewald construction. This self-energy is removed in the expression for the energy density. The total potential energy is

\[ U = \int_V d\vec{r} \left[ \frac{1}{2} \rho_c(\vec{r}) \phi(\vec{r}) + \rho_{\text{self}}(\vec{r}) \right]. \]  

(A2)

Inserting the appropriate expressions for the terms in \( \phi \) and \( \rho_{\text{self}} \), we obtain

\[ e(\vec{r}) = \sum_i \frac{1}{2} m_i v_i^2 \delta(\vec{r} - \vec{r}_i) + \frac{1}{2} \sum_i z_i \varepsilon_i \exp(-k^2/4\alpha^2) \]

\[ \times \delta(\vec{r} - \vec{r}_i) - \sum_i \alpha \varepsilon_i \exp(-k^2/4\alpha^2) \]

\[ + \frac{1}{2} \sum_i z_i \varepsilon_i \sum_{\vec{k} \neq 0} \frac{4\pi \exp(-k^2/4\alpha^2)}{k^2} \]

\[ \times \exp(\vec{k} \cdot (\vec{r} - \vec{r}_i)) \delta(\vec{r} - \vec{r}_i), \]  

(A3)

where the Ewald damping parameter \( \alpha \) is large enough for the complementary error function \( \text{erfc} \) to die away within the length of the simulation cell. The Coulomb energy becomes

\[ U = \frac{1}{2} \sum_{i,j \neq i} g_{ij}(r_{ij}) + \frac{1}{2} \sum_{i,j} f_{ij}(k) \exp(\vec{k} \cdot \vec{r}_{ij}) + \sum_i \varepsilon_i \text{self}, \]  

(A4)

this being the normal expression for the total Coulomb energy in a periodic system,\((\ref{eq:A4})\) where

\[ g_{ij}(r_{ij}) = \frac{z_i z_j \text{erfc}(\alpha r_{ij})}{r_{ij}}, \]  

(A5)

\[ f_{ij}(k) = \frac{4\pi \exp(-k^2/4\alpha^2)}{k^2}, \]  

(A6)

\[ \varepsilon_i \text{self} = \frac{\alpha z_i^2}{\sqrt{\pi}}. \]  

(A7)

The Fourier transformation of \( e(\vec{r}) \) is

\[ \epsilon(q) = \int_V d\vec{r} \exp(i\vec{q} \cdot \vec{r}) e(\vec{r}) \]

\[ = \sum_i \frac{1}{2} m_i v_i^2 \exp(i\vec{q} \cdot \vec{r}_i) + \sum_i \varepsilon_i \text{self} \exp(i\vec{q} \cdot \vec{r}_i) \]

\[ + 1 \sum_{i,j \neq i} g_{ij}(r_{ij}) \exp(i\vec{q} \cdot \vec{r}_{ij}) \]

\[ + \frac{1}{2} \sum_{i,j} f_{ij}(k) \exp(ik \cdot (\vec{r}_i - \vec{r}_j)) \exp(i\vec{q} \cdot \vec{r}_i). \]  

(A9)

We require the time derivative of the Fourier component of the energy density for small wavevectors (i.e., \( qL \ll 1 \)). We define

\[ \dot{\epsilon}_i = \frac{1}{2} m_i v_i^2 + \varepsilon_i \text{self} + \sum_{j,k \neq 0} f_{ij}(k) \exp(ik \cdot (\vec{r}_i - \vec{r}_j)) \]

\[ + 1 \sum_{j \neq i} g_{ij}(r_{ij}), \]  

(A10)

and differentiate \( \epsilon(q) \) with respect to time,

\[ \dot{\epsilon}(q) = \sum_i \dot{v}_i \varepsilon_i \exp(i\vec{q} \cdot \vec{r}_i) + \sum_i m_i \dot{v}_i \varepsilon_i \exp(i\vec{q} \cdot \vec{r}_i) \]

\[ + 1 \sum_{i,j \neq i} f_{ij}(k) \exp(i\vec{q} \cdot \vec{r}_i) \dot{k} \cdot \vec{v}_j \exp(ik \cdot \vec{r}_{ij}) \]

\[ + 1 \sum f_{ij}(k) \exp(ik \cdot (\vec{r}_i - \vec{r}_j)) \dot{v}_j \cdot \vec{v}_i \exp(ik \cdot \vec{r}_{ij}). \]  

(A11)

The Coulomb contribution to the acceleration is

\[ m_i \dot{v}_{i,x} = -\frac{\partial U}{\partial r_{i,x}} = -\frac{1}{2} \sum_{k \neq 0} f_{ij}(k) \dot{k}_x \exp(ik \cdot (\vec{r}_i - \vec{r}_j)) \]

\[ - \exp(ik \cdot (\vec{r}_j)) \sum_{j \neq 1} \nabla_{1,x} g_{ij}(r_{ij}). \]  

(A12)

When Eq. (A12) is substituted into Eq. (A11), we obtain

\[ \dot{\epsilon}(q) = \sum_i \dot{v}_i \varepsilon_i \exp(i\vec{q} \cdot \vec{r}_i) + \frac{1}{2} \sum_i \varepsilon_i \exp(i\vec{q} \cdot \vec{r}_i) \sum_{k \neq 0} f_{ij}(k) \]

\[ \times \exp(ik \cdot (\vec{r}_i - \vec{r}_j) - \dot{k} \cdot \vec{v}_j \exp(ik \cdot \vec{r}_{ij})) \]

\[ - \frac{1}{2} \sum \exp(i\vec{q} \cdot \vec{r}_i) \dot{v}_j + \vec{v}_i) \cdot \vec{v}_j \exp(ik \cdot \vec{r}_{ij}). \]  

(A13)

The final term in Eq. (A13) is of the same form as obtained for the contribution to the energy flux from a short-range interaction potential [note that the range of \( g_{ij}(r_{ij}) \) is short with \( \alpha \) chosen appropriately] and may be transformed into the virial-like form using the usual manipulation\((\ref{eq:A6})\) and the recognition that, since \( q^{-3} \) is much larger than the length of the simulation cell, \( (1 - \exp(-i\vec{q} \cdot \vec{r}_{ij})) \approx i\vec{q} \cdot \vec{r}_{ij} \). The reciprocal space term may also be re-expressed in a similar way, as is most readily seen by writing it out explicitly for just two particles and rearranging
\[ \dot{\eta}(\tilde{q}) = \sum_i \exp(i \tilde{q} \cdot \tilde{r}_i) \times \left( \tilde{u}_i \cdot \tilde{v}_i, - \frac{1}{2} \sum_{j \neq i} \tilde{u}_i \cdot \tilde{r}_j \cdot \tilde{v}_i \cdot \tilde{v}_j (r_{ij}) \right) \]

\[ + \frac{1}{2} \sum_{ij} \exp(i \tilde{q} \cdot \tilde{r}_i) \sum_{k \neq 0} f_{ij}(k) (i \tilde{k} \cdot \tilde{v}_i)(i \tilde{q} \cdot \tilde{r}_j) \times \exp(-i \tilde{k} \cdot \tilde{r}_j). \]  

We therefore see that \( \dot{\eta}(\tilde{q}) \) has the form appropriate to the decay of a conserved quantity, i.e.,

\[ \dot{\eta}(\tilde{q}) = i \tilde{q} \cdot (j_{\text{real}}(\tilde{q}) + j_{\text{recip}}(\tilde{q})), \]  

where \( i \tilde{q} \cdot j_{\text{recip}} \) corresponds to the final term in Eq. (A14) and \( i \tilde{q} \cdot j_{\text{real}} \) to the other terms.

The expression for \( i \tilde{q} \cdot j_{\text{recip}} \) may be transformed to a more convenient form by noting that only even terms in \( k \) contribute to the sum over \( \tilde{k} \) and therefore that the sum may be completed by including a \( \tilde{k}=0 \) term, with value zero, and converted to an integral. We therefore obtain

\[ i \tilde{q} \cdot j_{\text{recip}} = - \frac{1}{2} \sum_{ij} \exp(i \tilde{q} \cdot \tilde{r}_i) \frac{V}{8 \pi^3} \times \int d\tilde{k} f_{ij}(k) (i \tilde{k} \cdot \tilde{v}_i)(i \tilde{q} \cdot \tilde{v}_j) \exp(-i \tilde{k} \cdot \tilde{r}_j) \]

\[ = \frac{1}{2} \sum_{ij} \exp(i \tilde{q} \cdot \tilde{r}_i) \frac{V}{8 \pi^3} \times \int d\tilde{k} \exp(-i \tilde{k} \cdot \tilde{r}_j) i \tilde{q} \cdot \tilde{v}_i f_{ij}(k) (i \tilde{k} \cdot \tilde{v}_j), \]

where the second step is obtained by an integration over parts. Finally, substituting the expression for \( f_{ij}(k) \), carrying out the differentiation explicitly, and converting the integral back to a sum, we obtain

\[ i \tilde{q} \cdot j_{\text{recip}} = \frac{1}{2} \sum_{k \neq 0} \sum_{ij} \exp(i \tilde{q} \cdot \tilde{r}_i) \frac{4 \pi \exp(-k^2/4 \alpha^2)}{V k^2} \times \left[ i \tilde{q} \cdot \tilde{v}_i - (\tilde{k} \cdot \tilde{v}_i)(i \tilde{q} \cdot \tilde{k}) \left( \frac{k^2 + 4 \alpha^2}{2 \alpha^2 k^2} \right) \right] \times \exp(-i \tilde{k} \cdot \tilde{r}_j). \]  

where the \( \tilde{k}=0 \) term is omitted because it makes no contribution for a charge-neutral system.

**APPENDIX B: RELATIONSHIP BETWEEN EXPRESSIONS FOR THE ENERGY CURRENT**

The purpose of this appendix is to explore the relationship between the expression for the energy flux derived by Bernu and Viellefosse and that proposed by Galamba et al. We begin with an expression for the Coulombic contributions to the \( x \)-component of the energy flux as given in Eq. (A3) of Bernu and Viellefosse with \( \beta = 1 \),

\[ j_{\text{ex}} = \sum_{i,j \neq i} \frac{1}{2} \left( \frac{1}{V} \frac{\exp(-\alpha^2 r_{ij}^2)}{r_{ij}} \right) + \frac{2 \alpha}{\sqrt{\pi}} \exp(-\alpha^2 r_{ij}^2) - \frac{2 \pi}{V \alpha^2} v_{ix} \]

\[ + \frac{4 \pi}{V} \sum_{k \neq 0} \exp(-k^2/4 \alpha^2 - i \tilde{k} \cdot \tilde{r}_j) \left( 1 - \frac{k^2}{4 \alpha^2} v_{ix} \right) \]

\[ - \left( 1 + \frac{k^2}{4 \alpha^2} \right) k \tilde{u}_i \cdot \tilde{r}_j, \]

where we have included explicit charges on the two species and transformed the notation into that of the current paper, i.e.,

\[ k = \frac{2 \pi n}{L}, \quad r_{ij} = L \times r_{ij}, \quad \alpha = \frac{\alpha}{L}, \]

where the terms on the right-hand side are those of Bernu and Viellefosse, and those on the left are ours. In addition to these trivial changes, we have made one substantial change which is to include the sum over all \( i \) and \( j \) in the reciprocal space summation, whereas the original paper indicates \( i \neq j \). We believe that this is a misprint in the original article, as it becomes impossible to use the Ewald construction with \( i \neq j \), and it has always been interpreted as such in previous calculations of the energy flux.

We now note that

\[ \frac{\alpha}{\sqrt{\pi}} \exp(-\alpha^2 r_{ij}^2) \]

\[ = \frac{4 \pi}{V} \left( \frac{1}{4 \alpha^2} + \sum_{k \neq 0} \exp(-k^2/4 \alpha^2 - i \tilde{k} \cdot \tilde{r}_j) \right), \]

which can be shown by converting the term in brackets into the integral over all \( \tilde{k} \). By making use of this identity we obtain
\[ j_{\text{e,}\alpha} = \frac{1}{2} \sum_{ij \neq i} \text{erfc}(\alpha r_{ij}/r_{ij}) v_{ix} + \frac{1}{2} \sum_{ij \neq i} r_{ij} \cdot \vec{\tilde{r}}_{ij}/r_{ij} \]
\[
\times \left( \frac{\text{erfc}(\alpha r_{ij}/r_{ij}) + 2\alpha}{\sqrt{\pi}} \exp(-\alpha^2 r_{ij}^2) \right) + \frac{4\pi}{V} \sum_{ij \neq 0} \exp(-k^2/4\alpha^2 - i\vec{k} \cdot \vec{r}_{ij}) \]
\[
\times \left( v_{ix} - \left( 1 + \frac{k^2}{2\alpha^2} \right) z_i/\alpha \right) \]
\[
- \sum_i \left( \frac{\alpha}{\sqrt{\pi}} - \frac{\pi}{V\alpha^2} \right) z_i v_{ix} - \sum_{ij \neq i} \frac{\pi v_{ix}}{V\alpha^2}, \quad (B4) \]

where the term in \( z_i^2 \) comes from the noncanceling \( i=j \) term.

The Coulomb contribution to the energy per particle, \( \epsilon_i \), is given by Eq. (9) and the real-space Coulomb force between \( i \) and \( j \), \( \vec{f}_{ij}^{\text{real}} \), by Eq. (10). Introducing these expressions we obtain

\[ j_{\text{e,}\alpha} = \sum_i \epsilon_i v_{ix} + \frac{1}{2} \sum_{ij \neq i} r_{ij} \vec{v}_{ix} \cdot \vec{\tilde{r}}_{ij} \]
\[
\times \left( \frac{2\alpha}{\sqrt{\pi}} \exp(-\alpha^2 r_{ij}^2) \right) + \frac{4\pi}{2V} \sum_{ij \neq 0} \exp(-k^2/4\alpha^2 - i\vec{k} \cdot \vec{r}_{ij}) \]
\[
\times \left( v_{ix} - \left( 2 + \frac{k^2}{2\alpha^2} \right) z_i/\alpha \right) \]
\[
+ 2\sum_i \frac{\pi}{V\alpha^2} z_i^2 v_{ix} - \sum_i \frac{\pi v_{ix}}{V\alpha^2} \sum_j z_j. \quad (B5) \]

We now recognize the convective and real-space Ewald virial-like contributions to the energy flux as the first two terms on the right-hand side of this expression [cf. Eq. (8)].

The third, reciprocal space term is exactly equal to that proposed by Galamba et al. The final term vanishes for an electrically neutral system because it involves a sum over all charges. We therefore see that the Bernu–Viellefosse BS equation for the energy flux (with the double-sum over all particles taken as a correction) is identical to the GNE expression except for the appearance of an additional term which involves the net velocity of each species

\[ \text{BV} = \text{GNE} + 2\sum_i \frac{\pi}{V\alpha^2} z_i^2 v_{ix}. \quad (B6) \]

For a 1-1 electrolyte, where \( z_i^2 \) is the same for both species, the additional term is proportional to the net velocity of the simulation cell and will vanish if the ions have equal masses because of the zero net cell momentum. In other cases, one would expect a small term reflecting the net velocity of one species.

**APPENDIX C: THE ENERGY FLUX FOR CHARGED, POLARIZABLE PARTICLES**

For a periodic system composed of charges and induced dipoles the expression for the energy density becomes

\[ \epsilon(\vec{r}) = \sum_i \frac{1}{2} m_i r_i^2 \delta(\vec{r} - \vec{r}_i) + \frac{1}{2} \mu_i(\vec{r}) \phi(\vec{r}) \]
\[ - \frac{1}{2} \vec{M}(\vec{r}) \cdot \vec{E}(\vec{r}) + \rho_{\text{self}}(\vec{r}). \quad (C1) \]

where, in addition to the terms introduced in Appendix A, \( \vec{M}(\vec{r}) \) is the dipole density (\( \Sigma \mu_i \delta(\vec{r} - \vec{r}_i) \)) and \( \vec{E}(\vec{r}) \) is the electric field appropriate to a periodic system of charges and dipoles expressed through the Ewald construction. Note too that the electrical potential \( \phi \) now includes a contribution from dipoles as well as charges. The self-energy density

\[ \rho_{\text{self}}(\vec{r}) = \sum_i \epsilon_i^{\text{self}} \delta(\vec{r} - \vec{r}_i) \quad (C2) \]

involves terms arising from the interaction with the neutralising background which are overweighted in the Ewald construction (as in Appendix A, but now including a dipole term) but also the actual polarization energy of the ions, which is represented in the normal Drude construction as \( \frac{1}{2} k \mu^2 \), where \( k \) is the Drude force constant, given by the inverse of the ionic polarizability. The self-energy associated with ion \( i \) is therefore given by

\[ \epsilon_i^{\text{self}} = -\frac{\alpha}{\sqrt{\pi}} z_i^2 - \frac{2\alpha^2}{3\sqrt{\pi}} \mu_i^2 + \frac{1}{2} k \mu_i^2. \quad (C3) \]

We proceed, as in Appendix A, to introduce appropriate expressions for \( \phi \) and \( \vec{E} \), and obtain expressions for the total Coulomb energy and the Fourier components of the energy density which may be written

\[ U = \frac{1}{2} \sum_{ij \neq i} G_{ij}(\vec{r}_{ij}) + \frac{1}{2} \sum_{i,j \neq 0} F_{ij}(\vec{k}) \exp(\vec{k} \cdot \vec{r}_{ij}) + \sum_i \epsilon_i^{\text{self}} \exp(\vec{q} \cdot \vec{r}_i) \]
\[ + \frac{1}{2} \sum_{i,j \neq i} G_{ij}(\vec{r}_{ij}) \exp(\vec{q} \cdot \vec{r}_{ij}) \]
\[ + \frac{1}{2} \sum_{i,j \neq i} F_{ij}(\vec{k}) \exp(\vec{k} \cdot \vec{r}_{ij}) \exp(\vec{q} \cdot \vec{r}_{ij}). \quad (C4) \]

These expressions have been written by analogy to those in Appendix A, to indicate that they may be transformed in the same way into useful forms for evaluation. Now we have

\[ G_{ij}(\vec{r}_{ij}) = z_i z_j \hat{r}_{ij} - z_i \hat{r}_{ij} \mu_{ij,a} + z_i \hat{r}_{ij} \mu_{ij,a} + \mu_{ia} \hat{r}_{ij} \mu_{ij,b}. \quad (C6) \]

\[ F_{ij}(\vec{k}) = \frac{4\pi}{V} \exp(-k^2/4\alpha^2) \left[ z_i z_j + z_i (\vec{k} \cdot \hat{\mu}_j) + z_j (\vec{k} \cdot \hat{\mu}_i) \right. \]
\[ - (k \cdot \hat{\mu}_j)(\vec{k} \cdot \hat{\mu}_i), \quad (C7) \]

which include the charge-dipole and dipole-dipole contributions to the energy alongside the charge-charge terms. \( \hat{\mu}_i \) etc., are the Ewald-modified real-space interaction tensors.
\[ \dot{T}_{ij} = \frac{\text{erfc}(ar_{ij})}{r_{ij}}, \]  
\[ \dot{T}_{ij}^n = -r_{ij,a}\left[ \frac{\text{erfc}(ar_{ij})}{r_{ij}^3} + \frac{2\alpha \exp(-ar_{ij}^2)}{\sqrt{\pi} r_{ij}^3} \right], \]  
\[ \dot{T}_{ij}^{a\beta} = -\delta_{a,\beta}\left[ \frac{\text{erfc}(ar_{ij})}{r_{ij}^3} + \frac{2\alpha \exp(-ar_{ij}^2)}{\sqrt{\pi} r_{ij}^3} \right] 
  + r_{ij,a}r_{ij,b}\left[ \frac{\text{erfc}(ar_{ij})}{r_{ij}^3} + \frac{2\alpha \exp(-ar_{ij}^2)}{\sqrt{\pi} r_{ij}^3} \right] \times (2\alpha^2 + 3r_{ij}^2). \]

As remarked above, Eqs. (C4) and (C5) have exactly the same form as the corresponding expressions in Appendix A, i.e., Eqs. (A4) and (A9). Since the time derivatives of the dipole moments are to be neglected, following the explanation given in the main text, the expression for the time derivative of the Fourier components of the energy density becomes

\[ \dot{\mathcal{E}}(\vec{q}) = -\sum_i \exp(\mu_\vec{q} \cdot \vec{r}_i) \times \left( \mu_\vec{q} \cdot \vec{v}_i \mathcal{E}_i - \frac{1}{2} \sum_{j \neq i} \mu_\vec{q} \cdot \vec{r}_j \vec{v}_i \cdot \vec{G}_{ij}(\vec{r}_{ij}) \right) \]
\[ + \frac{1}{2} \sum_{ij} \exp(\mu_\vec{q} \cdot \vec{r}_i) \sum_{\vec{k} \neq \vec{0}} F_{ij}(\vec{k})(\vec{k} \cdot \vec{v}_i)(\mu_\vec{q} \cdot \vec{r}_j) \times \exp(-\vec{k} \cdot \vec{r}_j), \]  

which shows that this energy density is conserved (i.e., \( \dot{\mathcal{E}} = 0 \)). Here \( \vec{v}_i \mathcal{E}_i \) is the real-space force on ion \( i \) due to \( j \), so that the second term acquires the virial-like form, with the force including all real-space charge and dipole interactions, and

\[ \mathcal{E}_i = \frac{1}{2} m v_i^2 + \varepsilon_{\text{self}} + \frac{1}{2} \sum_{j \neq i} G_{ij}(\vec{r}_{ij}) \]
\[ + \frac{1}{2} \sum_j \sum_{\vec{k} \neq \vec{0}} F_{ij}(\vec{k})\exp(\vec{k} \cdot \vec{r}_j). \]

As before, the sum over \( \vec{k} \) in the last term of Eq. (C11) may be converted to an integral and evaluated by parts,

\[ \mathcal{E}_i = \frac{1}{2} m v_i^2 + \varepsilon_{\text{self}} + \frac{1}{2} \sum_{j \neq i} G_{ij}(\vec{r}_{ij}) \]
\[ + \frac{1}{2} \sum_j \int d\vec{k} F_{ij}(\vec{k})(\vec{k} \cdot \vec{v}_j)(\mu_\vec{q} \cdot \vec{k}) \exp(-\vec{k} \cdot \vec{r}_j) \]
\[ = \frac{1}{2} \sum_{ij} \exp(\mu_\vec{q} \cdot \vec{r}_j) \frac{4\pi \exp(-k^2/4\alpha^2)}{k^2} \]
\[ \times \exp(-\vec{k} \cdot \vec{r}_j) \left[ \left[ \mu_\vec{q} \cdot \vec{v}_j - (\vec{k} \cdot \vec{v}_j)(\mu_\vec{q} \cdot \vec{k}) \left( \frac{k^2 + 4\alpha^2}{2\alpha^2k^2} \right) \right] \right] \]
\[ \times \left[ \delta_3 z_i + \left( \vec{k} \cdot \vec{\mu}_j - \vec{k} \cdot \vec{\mu}_j \right) - (\vec{k} \cdot \vec{\mu}_j)(\vec{k} \cdot \vec{\mu}_j) \right] \]
\[ + \left( \vec{k} \cdot \vec{\mu}_j \right) \left[ z_i (\vec{k} \cdot \vec{\mu}_j) - (\vec{k} \cdot \vec{\mu}_j)(\vec{k} \cdot \vec{\mu}_j) \right] \]
\[ - (\vec{k} \cdot \vec{\mu}_j)(\vec{k} \cdot \vec{\mu}_j). \]

**APPENDIX D: THE INTERACTION POTENTIAL**

The interaction potential actually used in the liquid state simulations is a “polarizable ion model” and consists of a pair potential of Born–Mayer form together with an account of ionic polarization.\(^{10,24}\) The expressions for the pair potentials are given in Eqs. (16) and (17). Values for all parameters necessary to simulate the alkali chlorides are given in Table I. All the parameters are given in au; the atomic unit of length is the Bohr radius (0.529 18 Å) and of energy the Hartree, 4.3597 × 10\(^{-18}\) J. The cation-cation potentials are very short ranged and have very little influence on the liquid structural and dynamical properties (i.e., the cations are kept apart by the Coulomb repulsion and the relatively large size of the anions). For this reason we tend to assign these potentials fixed values in order to avoid them playing a role in the fitting process.
We used a chloride ion polarizability of 20 Bohrs\(^3\), and 0.89 and 4.71 Bohrs\(^3\) for Na\(^+\) and K\(^+\), respectively.\(^{13}\) The charge-dipole interaction tensor is modified by applying a damping function [cf. Eq. (13)] to account for short-range contributions to the induced dipoles\(^{10,24}\) and the values of \(c_{ij}\) and \(b_{ij}\) obtained from the fits to the \textit{ab initio} dipoles are given in Table V. The damping function is only applied to the interactions between unlike ions (i.e., the relevant \(c_{ij}\) term is zero); including a like-like damping term is a potential refinement to the potential model, but it does introduce further parameters.